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Abstract. Entrepreneurship is a critical driver of innovation, yet women
remain significantly underrepresented in the field due to persistent gen-
der biases that restrict access to resources, funding, and networks. This
paper presents insights from developing a serious game that combines
decision-tree narratives with Large Language Models (LLMs) to simu-
late entrepreneurial scenarios and provide real-time bias detection and
feedback. Players navigate interactive dialogues that reflect common gen-
der biases in entrepreneurship, fostering awareness and equipping them
with strategies to handle discriminatory situations. The game integrates
a domain-specific knowledge base of over 20 biases with structured LLM
analysis to ensure accurate detection and tailored feedback. Developed
through an iterative co-design process involving women entrepreneurs,
consultants, and gender experts, the game emphasizes emotional safety
and contextual relevance. Our findings from user testing and expert eval-
uations demonstrate how this approach fosters resilience and prepared-
ness. This research contributes to gender equity in entrepreneurship and
AI-assisted educational tools, advancing inclusive and bias-aware inno-
vation ecosystems.

Keywords: Gender bias · Serious games · Entrepreneurship · AI and
ethics.

1 Introduction

Entrepreneurship is a significant driver of innovation and economic growth, yet
gender biases continue to hinder women’s participation by restricting access
to resources, funding, and networks [22,23]. These biases manifest throughout
the entrepreneurial journey, including during business formation, negotiations,
and decision-making, often through undervaluation, leadership stereotypes, and
assumptions about risk-taking [13]. Addressing these barriers requires tools that
promote awareness and foster resilience, and serious games—particularly those
leveraging visual novel mechanics—have proven effective at engaging users in
reflective, scenario-based learning [5,17].
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Advances in artificial intelligence (AI), particularly Large Language Mod-
els (LLMs), offer new opportunities to address gender bias in entrepreneurship.
LLMs can analyze interactions to uncover implicit biases and provide real-time
feedback, enhancing users’ awareness of discriminatory dynamics in professional
contexts. However, LLMs are prone to replicating biases embedded in their train-
ing data [10,24], underscoring the need for mitigation strategies such as prompt
engineering and self-debiasing techniques [28,29].

This paper builds on our work on a serious game that combines decision-tree-
based narratives with real-time bias detection powered by an LLM to empower
women entrepreneurs. The game immerses players in interactive dialogues re-
flecting gender bias scenarios, supported by a domain-specific knowledge base of
over 20 gender biases. Through structured LLM feedback, players develop strate-
gies to navigate these biases effectively. The system ensures emotional safety by
constraining the LLM’s role to predefined scenarios, reducing risks associated
with generative AI outputs [3].

The game was developed using an iterative co-design process involving women
entrepreneurs, consultants, and gender experts, ensuring relevance, inclusivity,
and emotional safety. In [19], a technical overview of the game’s architecture,
a prototypical approach to LLM-based novel creation, and an initial evaluation
of LLM-based feedback are presented. This paper concentrates on the detection
of bias and discrimination and provides a deeper exploration of the co-design
process employed in the project. To situate our approach, we first explore existing
research on social bias in AI and the role of serious games in fostering awareness
and resilience.

2 Related Work

2.1 Social Bias in LLMs

Large Language Models have revolutionized natural language processing by gen-
erating human-like text and assisting with various tasks, but they are not without
flaws. A significant issue is that LLMs often reproduce societal and historical bi-
ases present in their training data [10]. These biases can manifest in various ways,
from stereotypical language to discriminatory assumptions embedded in gener-
ated outputs [3]. Recognizing these risks, researchers have proposed a variety
of bias mitigation techniques to make LLMs fairer and more equitable in their
responses. Various debiasing techniques—spanning dataset augmentation, fair-
ness constraints during training, and output adjustments—aim to reduce biases
in LLMs [29,28,7].

Self-debiasing techniques have recently gained attention as they enable mod-
els to identify and adjust their own biases without additional external interven-
tion. Isabel Gallegos et al. [10] highlight zero-shot self-debiasing methods, where
an LLM is prompted to recognize potential stereotypes and adjust its outputs
accordingly. This method is efficient, scalable, and adaptable across various ap-
plications, making it particularly valuable for interactive systems like serious
games.
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Despite the advancements in debiasing techniques, challenges remain in en-
suring cultural adaptability and intersectional fairness. Most bias mitigation
methods have been developed with a focus on Western contexts, which may
not fully capture the nuances of biases in other cultural settings [15]. Address-
ing intersectional biases—where gender intersects with race, age, disability, and
other identities—requires more sophisticated approaches to bias detection and
correction [2].

2.2 Serious Games for Social Awareness

Serious games have been recognized as a powerful medium for promoting social
awareness and behavioral change. These games create immersive, interactive en-
vironments where players can explore complex issues in a safe, controlled manner.
Research shows that serious games can effectively foster empathy, enhance un-
derstanding of social issues, and encourage reflection on personal biases [17,11].
Utilizing positive framing and enjoyable experiences, serious games can engage
players in meaningful social issues, encouraging them to reflect on their attitudes
and behaviors [26].

Visual novels are a type of game in which players are presented with narrative-
driven scenarios where they must make choices that influence the story’s out-
come. Studies have shown that real-life scenarios and the ability to share personal
experiences enhance players’ reflection and learning [5]. Visual novels provide a
unique opportunity to simulate real-world challenges and encourage players to
experiment with different responses to discriminatory situations [12]. In visual
novels, characters interact with the player directly and involve them in a dia-
logue in which the player can choose different options [6]. Players can interact
with characters in the first person to improve player identification and immer-
sion [4]. This first-person perspective means that players do not need to be
presented by an avatar, which allows for faster onboarding since the player does
not have to select or customize an avatar. It also means that the problematic
implications of stereotype threat through the avatar is reduced for marginal-
ized identities. Stereotype threat is a phenomenon which leads to people acting
in line with the stereotypes attributed to their group when their group iden-
tity is made salient, e.g., Black people having a worse performance on math
tests when a question of the participants’ race preceded the assessment [21]. In
games involving avatars, this can occur because the player’s avatar’s character-
istics may influence the player’s communication [18,27]. Accordingly, for players
whose social identities are subject to stereotypization, avatar embodiment can
enact stereotype-consistent behaviors, and this can have a negative effect on
marginalized identities.

These findings informed the design of our serious game, which leverages AI
for bias detection while prioritizing narrative control and emotional safety.
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3 Designing a Bias-Responsive Serious Game

Our game addresses two critical challenges: the gender biases faced by women
entrepreneurs and the biases inherent in LLMs. By integrating manually crafted
decision-tree dialogues with real-time LLM feedback, we provide players a con-
trolled environment to recognize and reflect on biases. This combination ensures
realistic, culturally relevant scenarios while minimizing risks associated with AI-
generated outputs. The following sections detail our game’s concept, architec-
ture, dialogue structure, and bias detection mechanisms.

3.1 Game Concept and Objectives

The game uses visual novels to immerse women entrepreneurs in realistic, interac-
tive scenarios that highlight gender biases. Players navigate branching dialogues,
choosing responses to biased remarks in funding talks, media interviews, and
family interactions. This narrative-driven format fosters reflection on real-world
biases from multiple perspectives [5]. The game’s core objective is to help players

Fig. 1. Prototype screenshots of welcome dialog (left), visual novel example (center),
and game archive (right)

recognize and address gender biases in entrepreneurship. Manually crafted dia-
logues simulate common challenges identified in research [22], ensuring relevance
and cultural accuracy.
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A distinctive feature is the integration of LLMs for real-time bias analy-
sis. The LLM detects instances of bias during gameplay and provides players
with feedback to encourage reflection and exploration of alternative responses
[9,24]. The game uses manually crafted decision-tree dialogues to ensure emo-
tional safety, maintaining narrative control and reducing risks associated with
generative AI [3]. This approach provides a structured and safe environment for
players to explore scenarios, emphasizing learning over judgment. Combining
storytelling with AI feedback creates a practical tool to build awareness and
resilience in women entrepreneurs.

Fig. 1 displays three screenshots from the current game prototype. The left
screenshot features a welcome dialog with a recurring character who acts as a
guide throughout the game, offering players the choice to proceed or request
additional information. The center screenshot showcases a dialog from a novel
where players interact with parents questioning the decision to start a company.
The right screenshot highlights the game archive, where the protocol of all game
sessions is stored, along with the generated LLM-based feedback.

3.2 Game Architecture

The serious game is designed with a modular architecture to facilitate seamless
integration with various LLMs. This design ensures adaptability and scalabil-
ity, allowing the system to incorporate advancements in AI technology without
significant structural changes.

Dialogue System

– Structure: The game employs a branching dialogue system, utilizing manu-
ally crafted dialogue trees to guide player interactions. This approach main-
tains narrative coherence and emotional safety, preventing unintended con-
tent generation.

– Functionality: Players navigate through predefined dialogue options, mak-
ing choices that influence the storyline and character development. This
system ensures that interactions are meaningful and aligned with the game’s
educational objectives.

Bias Detection Module

– Integration with LLMs: The game incorporates LLMs to analyze player
interactions within the dialogue system. By processing dialogue logs, the
LLM identifies instances of gender bias or discrimination, providing real-
time analysis based on a predefined knowledge base of biases.

– Prompt Engineering: To ensure accurate bias detection, the system uti-
lizes structured prompts divided into components such as Role, Assignment,
Context, Knowledge Base, and Output Format. This structured approach
guides the LLM’s analysis, reducing the risk of irrelevant outputs.
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Feedback Mechanism

– Real-Time Feedback: Upon detecting biased interactions, the system de-
livers immediate, context-specific feedback to the player. This feedback en-
courages reflection and offers alternative responses, enhancing the learning
experience.

– Emotional Safety: The feedback is designed to be non-judgmental and
supportive, fostering a discrimination-sensitive environment for players to
explore sensitive topics without fear of criticism. This approach promotes
engagement and openness to learning.

This modular architecture not only supports the current integration of LLMs
but also allows for future enhancements, such as incorporating more advanced
AI models or expanding the game’s content to address a broader range of biases
and scenarios. The design ensures that each component functions cohesively,
providing a robust platform for educating players about gender biases in en-
trepreneurship.

3.3 Game Design and Dialogue Structure

The game’s narrative structure is built using branching dialogue trees within pre-
constructed visual novels. These dialogues were developed in collaboration with
experts in gender studies and entrepreneurship to reflect real-world scenarios
women entrepreneurs frequently encounter [20]. The game currently presents six
key scenarios, with each scenario covering a variety of biases:

– Renting office space: The property owner suggests that older founders are
merely pursuing a hobby.

– Appointment with a notary: The notary assumes that the company’s
head must be a man.

– Negotiating contract fees: The negotiating partner insinuates that women
are more emotional during negotiations.

– Informing parents about becoming an entrepreneur: The parents
express doubts about the player’s entrepreneurial capabilities.

– Being interviewed by a journalist: The press focuses on the player’s
gender rather than the business idea.

– Appointment for a loan: The bank employee inquires about family plan-
ning, implying potential interference with business commitments.

Currently, these dialogues are manually crafted using Twine, an interactive
storytelling tool, and imported into Unity for integration within the game. Play-
ers choose from various dialogue options that affect the course of the story,
resulting in a log of concrete interactions. The LLM analyzes this log to provide
personalized feedback, helping players recognize the biases they encountered and
get feedback on their reactions. Central to ensuring the accuracy and reliability
of this feedback is the development of structured prompts, which guide the AI’s
analysis and responses.
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4 Prompt Engineering

Prompt engineering in the context of our app enables accurate bias detection
and tailored feedback by combining a domain-specific knowledge base with struc-
tured prompts. This approach ensures the LLM identifies biases, analyzes player
behavior, and delivers constructive, emotionally safe feedback, supporting play-
ers in navigating gender biases in entrepreneurial scenarios.

4.1 Knowledge Base of Biases

The bias detection mechanism in the game is supported by a domain-specific
knowledge base that includes over twenty biases relevant to women entrepreneur-
ship [13,16,22,25]. These biases encompass financial biases, maternal biases, and
stereotypes related to leadership and risk-taking. The knowledge base provides
detailed descriptions of each bias, ensuring that the LLM can accurately detect
and provide context-specific feedback during gameplay.

For instance, in one scenario, the player may encounter a bank employee ask-
ing about their family plans during a loan negotiation, reflecting a maternal bias
that assumes women with children are less committed to their businesses. An-
other scenario might involve a property owner questioning the player’s financial
risk-taking abilities, illustrating a stereotype about women’s risk aversion. By
incorporating these biases into the game’s knowledge base, the system ensures
that feedback is precise and relevant to real-world experiences.

The game also addresses intersectional biases, such as heteronormativity
and age-related stereotypes, to point to the challenges faced by women from
marginalized backgrounds. The knowledge base is regularly updated through
co-design workshops with gender experts and women entrepreneurs to remain
contextually accurate and culturally relevant. This iterative process ensures that
the game remains a valuable tool for educating players on navigating gender bi-
ases in various entrepreneurial settings.

4.2 Prompt Structure and Bias Detection

Effective bias detection within the KITE II game environment relies heavily on
structured prompt engineering and a modular system design. The prompts used
to guide the LLM analysis are crafted with precision to ensure the system ac-
curately identifies biases in dialogues while minimizing hallucinations and false
positives. The bias detection mechanism in KITE II combines the structured
prompt engineering approach with self-debiasing techniques to enhance the ac-
curacy and relevance of the feedback provided to players. The system employs
self-debiasing via explanation as the primary debiasing method [10]: The LLM is
prompted to identify potential stereotypes or biases before generating the anal-
ysis. For this, the structured prompt engineering approach used in the game
follows a five-part format [19]: Role, Assignment, Context, Knowledge Base,
Output Format, and Target. The LLM analyzes the dialogue logs in real time,
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Table 1. Structure of the prompt for discrimination detection and feedback, adapted
from [19]

Section Example
Role "You are a gender researcher."
Assignment "Your assignment is to analyze the log for discrimination

and gender biases and give feedback to the player..."
Context "The founder plans to start a software company and

talks to her concerned mother about it."
Knowledge Base Consisting of a description of biases that women founders

are confronted with.
Output Format Target "Write an analysis of the dialog..."
Target This entails the log of dialogue (Mother: "Hello and

thank you for coming" Player: "Hi"...)

comparing player responses and dialogue paths to the domain-specific knowledge
base of biases.

This modular approach allows for flexibility and scalability, enabling updates
to the knowledge base as new biases or cultural contexts are identified. It also
ensures that the LLM can be adapted to different entrepreneurial scenarios and
dialogue structures without requiring significant reengineering.

4.3 Feedback Structure and Example

The feedback for the player starts with a short summary and general assess-
ment of the player’s performance. The following is an example of such a section
generated for a playthrough of the loan appointment novel: “In your conversa-
tion with the bank employee, several gender-related biases emerged that needed
to be recognized and navigated. You prepared well and handled the challenges
confidently. Let’s take a closer look at the biases and your reactions to them.”

Then a recognized bias is listed and explained, for example in the case of the
loan appointment novel: “Undervaluation of Women-Led Businesses and Gender-
Specific Stereotypes: The bank employee expressed doubts (...). These doubts re-
flect the undervaluation of women-led businesses and gender-specific stereotypes,
which often portray women as less competent or less willing to take risks.”

The system then analyzes the player’s reaction, giving an assessment of po-
tential advantages and disadvantages. Again, for the bank loan example, the
player’s reaction is described as a “confident defense” based on a “realistic as-
sessment” of the founding situation. Advantages like “composure and profession-
alism” and a “focus on facts” are given. As a potential drawback, the system notes
that through “avoidance of direct confrontation,” biases “remain unchallenged.”

The feedback ends with a short conclusion, stating that the player “demon-
strated strength and clarity in a potentially challenging situation.”

4.4 Additional Instructions for Emotional Safety

The prompt ensures emotional safety through specific instructions to the LLM:
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1. Use provided clues for biases to analyze the dialog.
2. Analyze the player behavior and reactions to the biases with concrete exam-

ples from the dialog.
3. Highlight advantages of the player behavior and cautiously suggest what

drawbacks the reactions might have.
4. Do not list the non-addressing of gender-stereotypical assumptions as a draw-

back.
5. Be cautious about directly addressing biases and stereotypes, as this can be

generally helpful, but the player’s primary focus should be on conducting
the conversation successfully.

6. Use gender-inclusive language and be supportive and encouraging.

The first instruction ensures that the system does not overlook obvious biases,
while the second instruction aims for feedback that is concrete and comprehensi-
ble in the context of the game session. The fourth and fifth instruction emphasize
that the goal is not for the player to directly address inappropriate behavior but
to successfully navigate the founding-related situation.

The continuous refinement of these prompts was integral to our co-design
process, ensuring that the system’s outputs aligned with user needs and expec-
tations.

5 Iterative Co-Design and Evaluation

The iterative co-design process employed in developing the KITE II serious game
is grounded in the user-centered design principles outlined by ISO 9241-210. This
methodology structures the design and development process into four phases:
understanding and defining the usage context, specifying user requirements, cre-
ating design solutions, and evaluating the effectiveness of these solutions [1,14].
The approach prioritizes active stakeholder participation to ensure that the de-
veloped solution aligns with real-world needs and challenges. The process is
iterative, involving continuous feedback loops that integrate user feedback and
expert evaluations. It emphasizes collaborative workshops to refine game con-
tent, ensure contextual relevance, and mitigate biases in dialogue interactions.

The KITE II project applied a series of structured workshops and evaluations
synchronized into the iterations to ensure the serious game’s effectiveness in
raising awareness of gender biases. These sessions were critical to developing the
game’s narrative framework, refining the integration of LLMs, and validating
the bias detection mechanism.

5.1 Co-Design Workshops

The co-design workshops were conducted in multiple phases, engaging stakehold-
ers such as coaches of women entrepreneurs, consultants, gender researchers, and
representatives from the National Agency for Women Startup Activities and
Services in Germany—the number of participants varied between 10 and 20.
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These workshops ensured that the game content was grounded in the real-world
challenges faced by women entrepreneurs, maintaining contextual relevance and
fostering emotional safety.

The first workshop in December 2023 laid the foundation for the game’s nar-
rative structure and integration of LLMs. Participants explored various formats,
eventually selecting visual novels with decision-tree dialogues due to their ability
to offer a structured, emotionally safe environment for players to engage with
gender bias scenarios. This workshop also established the decision to integrate
LLMs for real-time bias detection, with an emphasis on balancing AI analysis
with human-curated narratives to maintain control over sensitive content.

The subsequent workshops in February and March 2024 focused on prompt
engineering to guide the LLM’s analysis of dialogues. Participants in these work-
shops developed a structured prompt framework consisting of six key compo-
nents: Role, Assignment, Context, Knowledge Base, Output Format, and Tar-
get. These components ensured that the AI analysis was tailored to the specific
context of each dialogue and minimized the risk of hallucinations. Detailed dis-
cussions were held on how to structure the prompts to accurately reflect the
content of manually crafted dialogues, ensuring that the LLM-generated feed-
back remained relevant and contextually appropriate.

A workshop in August 2024 prioritized inclusivity and intersectionality. Col-
laborating with diversity and inclusion experts, stakeholders expanded the narra-
tive scenarios to reflect diverse family structures, cultural contexts, and intersec-
tional challenges, including those faced by non-binary and older entrepreneurs.
This workshop also reviewed emotional safety measures to ensure that players
could explore complex topics without fear of judgment or harm.

The co-design workshops were pivotal in shaping both the narrative frame-
work and the technical implementation of the game, ensuring that all design
decisions were informed by expert input and stakeholder experiences. The key
outcomes include:

– Narrative Alignment with Real-World Challenges: The decision-tree
dialogues were crafted to mirror common biases encountered by women en-
trepreneurs, ensuring contextual accuracy and emotional safety in gameplay.

– Prompt Engineering Strategy: Stakeholders contributed to refining the
prompt framework to improve the accuracy of the LLM’s bias detection.
This process focused on structuring prompts to align with real-world en-
trepreneurial challenges faced by women, reducing the likelihood of AI hal-
lucinations.

– Inclusivity and Representation: Discussions around the game’s scenarios
highlighted the need to incorporate diverse family constellations and inter-
sectional identities. As a result, the narrative paths were expanded to reflect
a broader spectrum of experiences.

5.2 Expert Evaluation

An expert evaluation was conducted in January 2024 to validate the accuracy
and reliability of the game’s bias detection mechanism (cf. [19]. Four domain ex-
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perts in women entrepreneurship and gender studies reviewed the decision-tree
dialogues and corresponding AI analyzes to ensure that the feedback provided
to players was both accurate and context-specific. This evaluation phase led
to improvements in the narrative elements and further refinement of the LLM
prompts, ensuring that the AI analysis aligned with the intended scenarios with-
out introducing extraneous or irrelevant outputs.

The experts assessed the system’s ability to detect predefined biases relevant
to women entrepreneurship, such as maternal bias and performance attribution
bias. Their feedback played a critical role in refining the prompt structures to
ensure consistent and context-relevant analysis by the LLM. Additionally, they
provided guidance on managing potential conflicts between AI interpretations
and human-crafted dialogues, emphasizing the importance of limiting the LLM’s
scope to scenarios explicitly marked as containing biases.

The expert evaluation provided critical feedback on the accuracy and rele-
vance of the bias detection mechanism. The key insights from this phase include:

– Accuracy of Bias Detection: Experts found that the LLM’s ability to
identify specific biases in dialogue paths was generally accurate, though im-
provements were needed to fine-tune the prompts further. Several biases
were correctly flagged by the AI, while others required adjustments to the
knowledge base and prompt structure.

– Contextual Relevance: The experts noted that the game effectively cap-
tured common discriminatory scenarios faced by women entrepreneurs, but
they recommended further contextual refinement to ensure that the AI anal-
ysis remained relevant across various cultural and situational contexts.

– Prompt Refinements: Based on expert feedback, several prompts were
revised to clarify the expected responses from the AI, enhancing the system’s
interpretive accuracy.

5.3 User Testing

User testing sessions were conducted in July 2024, focusing on the usability
and navigability of the game’s dialogue system and AI analysis. Eleven par-
ticipants, ranging in age and professional backgrounds, engaged with the game
scenarios between one and three hours, providing feedback on their experiences.
These sessions followed a think-aloud protocol, where participants verbalized
their thoughts as they navigated the visual novels. The feedback from these ses-
sions informed iterative updates to the game’s design, ensuring that the dialogue
options were expanded and the bias detection system became more user-friendly.
Key insights included insights into the usability of the game as well as the play-
ers’ interactions with both the narrative content and the AI analysis:

– User Engagement and Navigation: Participants reported that the visual
novels were engaging and easy to navigate. However, some users expressed
confusion regarding the purpose of certain dialogue options, prompting ad-
justments to make the objectives clearer.
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– Feedback on Bias Analysis: Players appreciated the real-time feedback
provided by the LLM. However, they suggested that the AI’s feedback could
be made more personalized and actionable. Users wanted the feedback to
focus more specifically on their reaction to the biases they were confronted
with.

– Dialogue Options: The testing revealed that users desired a wider range
of response options within the dialogues. The feedback led to the inclusion
of additional decision paths to provide more nuanced interactions.

5.4 Validation of Bias Detection Mechanism

The validation of the bias detection mechanism was an integral part of the
development process. The project team employed a structured approach to en-
sure that the LLM’s analysis accurately aligned with the manually crafted dia-
logue content. The validation process involved repeated testing and refinement
of prompts (see section 4), ensuring that the LLM’s outputs were relevant and
context-specific.

Metrics were established to evaluate the accuracy and consistency of the bias
detection system across various scenarios. This process involved ensuring that
the LLM detected only the biases explicitly marked within the dialogues, testing
the system across a wide range of dialogue paths to ensure that the feedback
remained reliable and consistent, and minimizing hallucinations by restricting
the LLM’s scope to predefined dialogue elements.

The validation process aimed to assess the accuracy, consistency, and relia-
bility of the LLM’s bias detection mechanism across various game scenarios.

– Accuracy Metrics: The validation phase involved comparing the AI-generated
outputs with expert evaluations to measure accuracy. The results showed a
high alignment between the LLM’s analysis and the experts’ assessments,
confirming the reliability of the bias detection system.

– Consistency Across Scenarios: The system demonstrated consistency
in identifying biases across different narrative paths. This finding confirmed
that the structured prompt framework effectively guided the LLM’s analysis,
reducing the occurrence of hallucinations and irrelevant outputs.

– Iterative Refinements: Based on validation feedback, the prompts were
iteratively refined to further improve the bias detection mechanism. These
refinements included adjusting the language used in prompts and incorporat-
ing additional context-specific information to enhance the AI’s interpretive
capabilities.

The iterative development process and stakeholder involvement provided crit-
ical insights, which are reflected in the findings discussed in the following section.

6 Findings and Discussion

The iterative development process of KITE II revealed insights into the design,
implementation, and evaluation of the game. This section highlights the core
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findings from co-design workshops, expert evaluations, and user testing, with a
focus on their impact on narrative development, technical innovation, and user
interaction. We also discuss the effectiveness of LLM integration and address
limitations to guide future improvements.

6.1 Insights from Co-Design and Evaluations

The co-design and evaluation processes conducted during the development visual
novel provided critical insights that shaped both the narrative framework and the
technical integration of the bias detection mechanism. This section synthesizes
the key findings from co-design workshops, expert evaluations, user testing, and
the validation process to highlight the impact of these efforts on the game’s
overall design and functionality.

Enhancing Narrative Control and Emotional Safety Co-design workshops
highlighted that manual narrative control enhances emotional safety, ensuring
scenarios are pre-approved and aligned with ethical standards. This approach
prevents unintended outputs from the LLM, creating a safe environment for
exploring discriminatory scenarios.

Improving Prompt Engineering for Bias Detection The iterative prompt
engineering process revealed the necessity of a structured framework to guide
the LLM’s analysis. The workshops and expert evaluations demonstrated that
carefully crafted prompts could significantly reduce the risk of hallucinations
and irrelevant outputs. The inclusion of contextual elements in prompts, such
as specifying the role of the speaker or the context of the dialogue, improved
the AI’s ability to accurately identify biases within the game’s narratives. Based
on user testing, which revealed that players desired feedback evaluating their
chosen reactions, we revised the prompt to incorporate an analysis of both the
benefits and the potential drawbacks of the selected response.

Addressing Usability and Interaction Challenges User testing sessions
highlighted several usability challenges that influenced subsequent design iter-
ations. Players found the game engaging but expressed the need for clearer in-
structions regarding the purpose of the dialogue options and the AI feedback.
In response, the development team refined the user interface and adjusted the
narrative flow to make the game’s objectives more transparent. These changes
enhanced player engagement and ensured that users could fully benefit from the
game’s educational aspects.

Validating the Bias Detection Mechanism The validation process con-
firmed the reliability and consistency of the bias detection mechanism. The sys-
tem showed high accuracy in identifying biases across various narrative paths,
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aligning closely with expert evaluations. This consistency demonstrated the ef-
fectiveness of the structured prompt framework and highlighted the importance
of iterative testing to improve the AI’s performance. The findings underscored
the need for ongoing refinements to maintain the system’s accuracy as new sce-
narios and biases are introduced.

Broadening Inclusivity and Representation The co-design workshops and
user testing sessions also provided valuable insights into the need for more in-
clusive narrative scenarios. Participants recommended expanding the game’s di-
alogues to reflect diverse family constellations, cultural contexts, and intersec-
tional identities. These recommendations led to the inclusion of broader narrative
paths that better capture the varied experiences of women entrepreneurs. The
findings emphasized that achieving inclusivity in serious games requires contin-
uous engagement with diverse stakeholders.

6.2 Summary of Insights

Overall, the evaluations revealed that the collaborative development process
effectively balanced narrative control with technical innovation. The insights
gained from stakeholders and users helped refine the game’s design, ensuring that
it provided a meaningful and context-relevant learning experience for women en-
trepreneurs. The project demonstrated that integrating LLMs into serious games
can be both impactful and ethical when guided by structured prompts, expert
input, and iterative validation.

6.3 Effectiveness of LLM Integration

A cornerstone of the project was maintaining manual control over dialogue nar-
ratives while employing LLMs solely for bias detection. This approach balanced
emotional safety—crucial when simulating potentially distressing or triggering
content—with the analytical power of AI. By restricting the LLM’s role to as-
sessing player-selected dialogue paths, the team effectively minimized the risk of
“hallucinated” or harmful AI-generated responses [3].

Structured prompt engineering emerged as another crucial factor in harness-
ing the LLM’s capabilities. Dividing prompts into Role, Assignment, Context,
Knowledge Base, and Output Format reduced misclassifications while also help-
ing the model focus on a clearly defined set of 25 biases. Expert evaluations
conducted in early 2024 confirmed that carefully framing prompts yielded consis-
tent, reliable outputs. In particular, domain-specific tagging of relevant dialogue
lines deterred the model from over-identifying biases in neutral statements (e.g.,
offering a coffee). However, the reliance on structured prompts raises questions
about the scalability of the approach across different cultural contexts. Future
iterations of the system should explore adaptive prompt mechanisms to account
for diverse socio-cultural nuances.
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6.4 Limitations

While the findings demonstrate the potential of our approach, we also identi-
fied areas for improvement, which we discuss in the next section. The current
implementation of the KITE II game focuses on gender biases commonly expe-
rienced by white female founders in Germany, which may limit its applicability
in other cultural contexts. The knowledge base and scenarios reflect challenges
specific to this demographic, potentially overlooking biases and systemic barriers
that affect entrepreneurs from diverse racial, cultural, or socio-economic back-
grounds. Additionally, while the game addresses some intersectional biases, such
as those related to age and family roles, it does not fully explore other inter-
secting identities, such as race, disability, or sexual orientation. Expanding the
knowledge base to account for these dimensions will require further collaboration
with stakeholders representing diverse perspectives.

Another notable limitation is the reliance on manually crafted dialogues for
ensuring emotional safety and narrative control. While this approach reduces
the risk of unintended content, it constrains scalability, as creating detailed, cul-
turally sensitive storylines demands significant time and expertise. Moreover,
the bias detection mechanism depends heavily on structured prompts and pre-
defined biases, which, while effective, could lead to misinterpretation in more
nuanced or unanticipated contexts. Ongoing refinement of prompts and valida-
tion processes is essential to maintain the system’s reliability. Future iterations
should explore integrating adaptive learning mechanisms and automated story
generation while retaining the necessary safeguards to ensure both inclusivity
and emotional safety.

Addressing these limitations opens avenues for future research, particularly
in enhancing scalability and inclusivity.

7 Future Work

To enhance the inclusivity and effectiveness of the KITE II game, future efforts
will focus on expanding the knowledge base to address intersectional biases that
go beyond gender, such as those related to race, age, disability, and cultural
context. Additionally, the game could benefit from integrating adaptive learning
loops that dynamically refine the bias detection system based on player interac-
tions and feedback, improving its accuracy and adaptability over time [10].

Further development will also explore methods for scaling the game’s content
without compromising emotional safety. This includes investigating automated
dialogue generation techniques supported by rigorous filtering and validation
processes to maintain narrative quality [8,10]. Long-term impact assessments are
also necessary to evaluate the game’s influence on players’ real-world decision-
making and resilience in navigating discriminatory situations. Finally, integrat-
ing the game into blended workshop formats, where gameplay serves as a catalyst
for in-depth discussions and peer exchange, could amplify its educational impact
and foster collective strategies for addressing bias in entrepreneurship.
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These efforts will further extend the impact of our work, contributing to more
inclusive and equitable innovation ecosystems, as summarized in our conclusion.

8 Conclusion

This paper focuses on specific aspects of our serious game framework, includ-
ing LLM integration, prompt engineering, and the co-design process we used.
It provides detailed insights into these areas, along with their limitations and
future directions. Overall, the paper demonstrates the potential of integrating
Large Language Models into a serious game framework aimed at empowering
women entrepreneurs to recognize and navigate gender bias. Our approach bal-
ances manually crafted, decision-tree-based visual novel dialogue–ensuring safe,
controlled scenarios–with LLM-driven real-time bias detection. Through exten-
sive co-design workshops, expert evaluations, and user testing, the project has
shown that LLMs, when tightly constrained and guided by prompt engineer-
ing, can enrich the learning experience without compromising emotional safety.
By combining cutting-edge AI with human-centered design, this work lays the
groundwork for educational tools that not only confront systemic biases but also
inspire collective action for a more equitable future.
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